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Quantifying turbulent fluxes of heat and water vapor over heterogeneous surfaces presents unique chal-
lenges. For example, in many arid and semi-arid regions, parcels of irrigated cropland are juxtaposed with
hot, dry surfaces. Contrasting surface conditions can result in the advection of warm dry air over an irri-
gated crop surface where it increases the water vapor deficit and, thereby, atmospheric demand. If suf-
ficient water is available, this can significantly enhance evaporative water loss from the irrigated field.
The scale and frequency of turbulent eddies over an irrigated surface during periods of strong advection
is not fully understood. High frequency (20 Hz) data were acquired over irrigated cotton, wheat stubble,
and rangeland fields during the 2008 growing season as part of the Bushland Evapotranspiration and
Agricultural Remote Sensing Experiment (BEAREX08). Spectral analysis of momentum and scalar quanti-
ties including heat and water vapor revealed low frequency features in the turbulence structure due to
the penetration of the surface boundary layer by large-scale eddies during periods of unusually strong
advection. Wavelet analysis was applied to assess specific events contributing to the spatial and temporal
structure of turbulent flux eddies. The analysis showed that low frequency contributions were linked to
both local and regional scale advective processes. These results clearly point to a need to better under-
stand surface energy balance exchange for heterogeneous surfaces in arid and semi-arid regions under
conditions of strong local and regional advection.

Published by Elsevier Ltd.
1. Introduction agricultural production [1]. These regions can support rain-fed or
Semi-arid regions account for more than 12% of the earth’s ter-
restrial surface and support significant human populations and
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dryland agriculture, however irrigation is frequently required to
maximize productivity. The combination of irrigation and modern
agricultural practices in semi-arid areas often results in a heteroge-
neous ‘patchwork’ of irrigated and dryland (non-irrigated) surfaces
that vary significantly in area and vegetative composition. At the
patch (field) scale this can result in the development of local
boundary layers (stable and unstable) over disparate surfaces
resulting in the advection of warm dry air from surrounding
parched landscapes to the irrigated cropped surfaces. On larger
spatial scales (>1 km), where multiple irrigated fields are inter-
spersed among non-irrigated fields, regional advection can be
superimposed atop the local advection [2]. Regardless of the scale,
the resulting increase in atmospheric demand over the irrigated
crops can enhance evaporative water loss if sufficient water is
available [3].

Monin–Obukhov similarity theory (MOST) [4] has been widely
used to study the turbulent exchange of mass and energy in the
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surface boundary layer (SBL) over homogeneous surfaces [5]. The
application of MOST to heterogeneous landscapes in semi-arid re-
gions has proven more challenging because some of the underlying
assumptions for MOST such as extensive homogeneous upwind
fetch are not appropriate for these surfaces. Correspondingly, there
have been numerous studies in recent years documenting apparent
inconsistencies between the observed turbulent structure of the
SBL and those predicted by MOST [6–15]. Large scale eddies can
develop as a result of diverse phenomena such as shearing motions
in a neutral boundary layer [16–18], topographically induced mo-
tions in a stable SBL [19], and convective motions associated with
the outer layer of the convective boundary layer [6,9,12,14].
Regardless of their origin, large eddies are capable of penetrating
the SBL and significantly altering the turbulence structure
[6,7,14]. These disturbances in the SBL not only affect the partition-
ing of surface energy fluxes, but also have unique spectral signa-
tures that deviate significantly from those predicted by MOST
[2,9,12,19–25].

Accurate measurements of turbulent fluxes of heat and water
over vegetated land surfaces are critical for a broad range of
activities including hydrological studies, validation of model and
remote sensing-based estimates of regional scale evapotranspira-
tion (ET), and irrigation management [3,26–28]. Advection can al-
ter the partitioning of the surface energy budget and complicate
the interpretation of turbulent flux measurements; consequently,
the response of land–atmosphere exchange to intense advective
conditions over irrigated surfaces is not fully understood. The
objective of this paper is to investigate spectral signatures of tur-
bulent eddies, especially low frequency turbulence contributing
to local and regional advection that modifies the surface exchange
of heat and moisture. Using data collected at the USDA-ARS
Conservation and Production Research Laboratory (CPRL) in Bush-
land, Texas as a part of the 2008 Bushland Evapotranspiration and
Agricultural Remote Sensing Experiment (BEAREX08; see Evett
et al., this issue), this study examines the spectral response to
strongly – wind speeds exceeded 7 m s�1 – advective conditions
in a region characterized by a ‘patchwork’ of dryland and irrigated
fields. Specifically, a spectral analysis of the turbulent transport of
momentum, heat, and water vapor was conducted while focusing
on a period when soil water was not limiting and advection was
clearly present. Studying turbulent flux exchanges in this environ-
ment lends itself to evaluating the impact on surface layer turbu-
lent structures by local and regional scale advection.
1 The use of trade, firm, or corporate names in this article is for the information and
convenience of the reader. Such use does not constitute an official endorsement or
approval by the U.S. Department of Agriculture or the Agricultural Research Service of
any product or service to the exclusion of others that may be suitable.
2. BEAREX 2008 experiment

BEAREX08 was conducted jointly by federal, state, and univer-
sity researchers to investigate temporal and spatial variations of
the surface energy balance in a semi-arid region. The study was
conducted from early June through mid-August 2008 in the High
Plains of the Texas Panhandle at the USDA-ARS Conservation and
Production Research Laboratory (CPRL) near Bushland, Texas
(35.183�N, 102.100�W, 1170 m, ASL). The work presented here fo-
cused on data collected on August 4 during the period from 1600 to
1700 CST at two of the BEARX08 sites. The first site was a
220 � 220 m cotton field irrigated with a lateral-move sprinkler
irrigation system (referred to as IC hereafter). The second was a
large winter wheat field located directly south and adjacent to
the IC (referred to as WW hereafter) that had been harvested prior
to the field campaign so that only dry stubble residue remained. An
analysis using data from a rangeland site (referred to as RL hereaf-
ter) located approximately 1 km south east of the IC and WW is
also presented herein. Both the WW and the RL sites were dormant
and extremely dry due to persistent drought conditions. Thus, they
were significant sources of sensible heat, especially during after-
noon periods. The juxtaposition of these fields (Fig. 1) yielded the
ideal configuration for measuring and evaluating sensible (H) and
latent (kE) heat fluxes over dry and wet surfaces during periods
of strong advection.

August 4, 2008 was selected for this analysis because it
represents a typical day during the growing season in the Texas
panhandle. On this day, as with many others during the field cam-
paign, the region was dominated by an anticyclonic (high pressure)
system characterized by high temperatures and moderate to
strong southerly and south westerly winds (3–8 m s�1) and
strongly advective conditions. The presence of strong advection
was confirmed by large negative, i.e. downward-directed, H
(>�100 W m�2).
3. Instrumentation

3.1. Surface energy balance measurements

The three fields were each instrumented with an eddy covari-
ance surface energy balance system (ECSEB) comprised of a sonic
anemometer (CSAT-3,1 Campbell Scientific Inc., Logan, UT) to mea-
sure the orthogonal wind velocity components and a fast response
open-path infrared gas analyzer (Li-7500, Li-COR Biosciences, Lin-
coln, Nebraska) to measure water vapor and carbon dioxide concen-
trations. Both instruments were mounted at a height of 2.25 m above
ground level (AGL) and oriented due south.

Fast response (20 Hz) air temperature (T) was measured with a
fine-wire thermocouple (FW05, Campbell Scientific). Net radiation
(Rn) was measured with a four-component net radiometer (CNR-1,
Kipp and Zonen, Delft, The Netherlands) that measures incident
and upwelling short and long wave radiant energy. Soil heat flux
(G) was measured using three soil heat flux plates (HFT-3, Radia-
tion Energy Balance Systems, Bellevue, Washington). Each heat flux
plate was co-located with a pair of Type-T soil thermocouples
(Omega Engineering, Inc. Stamford, Connecticut) and a coaxial
impedance dielectric reflectometry soil moisture probe (Stevens
Hydra Probe, Portland, OR). The soil heat flux plates were installed
at a depth of 0.08 m with soil thermocouples located at 0.02 and
0.06 m directly above each heat flux plate. The soil moisture sensor
was buried at a depth of 0.05 m adjacent to the heat flux plates.
The soil temperature and moisture measurements were used to
calculate heat storage in the overlying soil to adjust G at the sur-
face. Ancillary measurements included air temperature and rela-
tive humidity measured with a combined humidity and
temperature sensor (HMP45C, Vaisala, Helsinki, Finland), surface
radiometric temperature (Tsfc) with a nadir view infrared radiome-
ter (SI111, Apogee, Logan, UT) and a tipping bucket rain gauge all at
a height of 2.25 m AGL.

The sampling rate was 20 Hz for the EC measurements and
0.1 Hz for the slow response instruments except the soil moisture
sensor. The soil moisture measurements were made once at the top
of every hour. The 20 Hz data were stored on compact flash cards;
the slow response measurements were stored as 15 min averages
on Campbell Scientific CR5000 data loggers.

Hourly fluxes of H and kE were computed using standard post-
processing procedures that included a two-dimensional coordinate
rotation [29] to align the u wind velocity component with the
direction of the mean stream flow, corrections for frequency re-
sponse attenuation, separation distance between the sonic ane-
mometer and infrared gas analyzer [30], and buoyancy effects on



Fig. 1. Landsat image of Bushland, Texas, cotton and wheat field sites and eddy covariance surface energy balance system (ECSEBS).
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the vertical fluxes due to water vapor density and temperature
fluctuations [31].

4. Data processing

4.1. Ogive

A recurring issue when computing surface turbulent fluxes
using eddy covariance measurements is the determination of an
appropriate averaging period [11,21,32,35]. Under the assumption
that all of the contributing eddies are sampled and no additional
information can be acquired by extending the measurement peri-
od, a 30-min averaging length has typically been used over large
spatially-uniform vegetated surfaces. While this assumption is typ-
ically appropriate for homogeneous surfaces, it might not be valid
for many heterogeneous environments including irrigated semi-
arid landscapes where advective enhancement of evaporation is al-
ways a possibility [23].

The ogive function was used to determine both the relative con-
tribution of eddies of differing sizes and necessary averaging peri-
od to capture the contribution of all eddy sizes to the cumulative
flux [5,33,34]. Mathematically, the ogive is the cumulative integral
of the co-spectrum of interest (wT, wqv, uw, etc.) spanning all fre-
quencies for the measurement period:

Ogw;jðf Þ ¼
Z f0

1
Cow;jðf Þdf ð1Þ

where Cow,j is the co-spectrum w and j, which can be either another
wind velocity component or scalar quantity, and f is frequency. The
ogive and co-spectrum contain the same information; the main
advantage of an ogive is that it can be used to determine whether
an averaging period is sufficiently long to sample all contributing
eddies by observing when an ogive has reached an asymptote.
The ogive can also be useful to visually identify whether large tur-
bulent eddies have disturbed the local SBL. Counter-gradient contri-
butions to a flux caused by large scale eddy intrusions into the SBL
result in clear departures from typically observed smooth sigmoid
shapes of an ogive.
4.2. Calculation of spectra and cospectra

Power spectra and co-spectra were computed using 20 Hz EC
measurements for the orthogonal wind velocities, qv, and T mea-
sured with a fine-wire thermocouple. Prior to calculating the spec-
tra, the 71,992 measurements collected for each quantity during
the full hourly period (the acquisition of 20 Hz data was suspended
during the last 0.4 s of each hour to allow for the measurement of
soil moisture) were conditioned as follows: (i) the velocity and sca-
lar data were corrected to adjust for the temporal offset in the
measurements of the wind velocity components and those of the
scalar quantities, (ii) linear trends were removed, (iii) nonphysical
values and statistical outliers were identified and replaced using
the algorithm developed by Højstrup [34]. Next, the fast Fourier
algorithm was used to compute the Fourier transform of each
quantity. After discarding the redundant negative harmonics, the
real and imaginary components were combined in the standard
way to produce power spectra and co-spectra [48,49]. The result-
ing spectra were smoothed using a Daniel window that preserves
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the total variance or covariance. Finally, the spectra were normal-
ized by the quotient of frequency and the square of the appropriate
characteristic scale. The power spectra and co-spectra were plotted
on semi-log scale against frequency scaled by the quotient of the
measurement height and mean wind speed.

The characteristic velocity, i.e. friction velocity (u⁄), tempera-
ture (h⁄) and humidity (qv⁄) scales were computed, respectively,
as:

u� ¼ ðu0w02 þ m0w02Þ0:25 ð2Þ

h� ¼ w0T 0=u� ð3Þ

qv� ¼ w0q0v=u� ð4Þ

where primes denote instantaneous deviations from the mean and
paired quantities with overbars are time averaged covariances.

4.3. Calculation of surface layer stability

The surface layer stability was evaluated in terms of the stabil-
ity parameter (f), which is defined as the ratio of the measurement
height z (m) and the Monin–Obukhov length (L). This length scale
was calculated following Businger and Yaglom [4,36]:

L ¼ �u3
�q

kg H
TK Cp
þ 0:61 kE

kv

h i ð5Þ

where k is the dimensionless Von Karman’s constant (0.40), g is
acceleration due to gravity (9.81 m s�2), TK is the mean air temper-
ature (K), Cp is the specific heat of moist air (J kg�1 K�1), q is density
of air (kg m�3), kv is the latent heat of vaporization (J kg�1), and the
remaining variables are defined above.

4.4. Calculation of wavelets

Wavelet analysis provides a robust method for analyzing the
spectral characteristics of turbulent processes including the ex-
change of heat and moisture between the land surface and atmo-
sphere. In contrast to conventional Fourier analysis techniques
which assumes a stationary process and produces time-averaged
results, wavelet analysis is able to transform time series informa-
tion into a two-dimensional time–frequency domain. As a result,
wavelet analysis allows the evolution of different frequency contri-
butions to the time series to be evaluated and the effects of tempo-
rally localized events to be identified. Although numerous detailed
discussions of wavelet analysis and its application to turbulent
processes are available, e.g. [37–44], a brief description is provided
here. Just as conventional spectral analysis relies on the Fourier
transform, wavelet analysis utilizes the wavelet transform, the
convolution of the temporal data (g(t)) with an appropriate wave-
let function (w(t)):

Wða; sÞ ¼ 1
a

Z
gðtÞw t � s

a

� �
@t ð6Þ

where W(a,s) is the wavelet transform, t is time, a is the scale dila-
tion parameter, s is the translation parameter, and all other terms
are previously defined. The wavelet function can be either real or
complex, but it must fulfill several criteria: (i) it must have a mean
of zero, (ii) it must be localized in both the time and frequency do-
mains, and (iii) it should mimic the features of g(t) [41]. In this anal-
ysis, the Morlet wavelet function was used; this wavelet function
has also been used in a number of other recent studies [41–43].
The parameter s indicates the position of w(t) relative to g(t). The
parameter a is a scaling factor that either contracts or dilates the
length of w(t), which allows the role of differing frequencies to be
evaluated. The relationship between a and frequency (f) is:

f ¼ sfc

a
ð7Þ

where s is the sampling rate and fc is the center frequency of w(t).
Additionally, W(a,s) can be treated analogously to the Fourier trans-
form to produce a two-dimensional representation of the power
spectrum or co-spectrum, referred to as a scalogram, in the time–
frequency domain according to:

vxða; sÞ ¼Wxða; sÞW�
xða; sÞ ð8aÞ

vxyða; sÞ ¼Wxða; sÞW�
yða; sÞ ð8bÞ

where vx represents the wavelet-based counterpart of the power
spectrum for quantity x, vxy represents the scalogram equivalent
to the co-spectrum of quantities x and y, and the superscript aster-
isks denotes the complex conjugate. By integrating each vx associ-
ated with a given a, or equivalently f, with respect to time, a
wavelet-based power spectrum corresponding to the conventional
Fourier transform-based power spectrum can be generated. Simi-
larly, by integrating each vxy associated with a given a, or equiva-
lently f, with respect to time, a wavelet-based power co-spectrum
corresponding to the conventional Fourier transform-based co-
spectrum can be generated [45]. Moreover, by integrating vx or
vxy at each t with respect to a, the change in power over time can
be evaluated. Additionally, in order to allow direct comparisons of
the wavelet-based spectra with the conventional spectra, f is scaled
by zU�1 and v is scaled by fs�2

� where z is the measurement height, U
is the wind speed, and s� is the characteristic scale associated with
the scalar quantity s.
5. Results and discussion

5.1. General surface layer conditions

The diurnal surface and near-surface atmospheric conditions on
August 4, 2008 for the IC and WW are shown in Fig. 2a–h. Mean
hourly wind direction ranged between 171� and 228� over the
course of the day and was nearly due south (194�) from 1600 to
1700 CST (Fig. 2a). Mean wind speeds were slightly lower over
the IC compared to the WW site (Fig. 2b). This likely was due to lar-
ger roughness elements of the IC, where the mean height of the
cotton was approximately 0.60 m, compared with the 0.15 m
height of the wheat stubble. Friction velocity over the cotton can-
opy was on average 0.1 m s�1 greater than over the WW (Fig. 2c).
During the day, mean hourly air T and Tsfc were larger in the WW
than the IC. At mid-day the difference in T between the two fields
was approximately 2 �C while during the period from 1600 to 1700
CST it was approximately 3 �C (Fig. 2e). The difference in Tsfc was
even more striking with Tsfc for the WW exceeding that of the IC
by as much as 23 �C (Fig. 2f). This too was not unexpected given
both the greater soil moisture content in the IC (Fig. 2h) and the
capacity for the cotton to cool the surface through transpiration
and shading.

The result of the temperature differences between the IC and
WW was the development of distinct local stability regimes in
fields that were separated by mere meters. During the day, the sta-
bility parameter (f) for the WW was negative indicating unstable
conditions due to substantial convective buoyancy (Fig. 2d). In con-
trast, f over the cotton field was consistently positive, indicating
stable conditions for the entire diurnal cycle. For the period of
interest in this study (1600–1700 CST) the stability parameter for
the IC was approximately 0.02 compared to �0.06 for the WW. Sta-
ted differently, the IC had a shallow locally-derived stable bound-



Fig. 2. Hourly mean wind direction (a), wind speed (b), friction velocity (c), (d), surface layer stability (d), air temperature (e), radiometric (surface) temperature (f), vapor
pressure deficit (g) and soil moisture content (h) are shown for the irrigated cotton (darker line) and wheat stubble (lighter line) fields on August 4, 2008. The measurements
for the period from 1600 to 1700 CST are indicated by the cross-hairs.
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ary layer. In contrast, the boundary layer of the WW, which was
characterized by quasi-normal unstable conditions, represented a
significant source of vapor pressure deficit (Fig. 2g) that was ad-
vected with the mean wind over the cotton field.

5.2. Surface energy balance partitioning

Hourly means of the surface energy budget components (Rn, G,
H, kE) collected on August 4, 2008 over the IC and WW are pre-
sented in Fig. 3a and b. Significant differences in surface conditions
between the fields were reflected in the magnitude and partition-
ing of these fluxes. For example, Rn over cotton exceeded that over
the WW by as much as 120 W m�2, or nearly 20%, during the mid-
day period as a result of lower albedo and cooler surface tempera-
tures. The soil heat flux more clearly demonstrated the role of local
surface conditions, such as canopy and row structure, in regulating
energy partitioning. This can be seen by comparing the diurnal plot
of G over the IC with the time trace for G at the WW. The flux in the
WW shows a smooth shape with peak values occurring in the
shortly after solar noon. In contrast, the time trace of G measured
in the IC is not as smoothly defined and does not reach its peak un-
til approximately 1500 CST. This was due to row orientation and
canopy cover. Peak values of G for the IC and WW were similar
with G in the WW being slightly greater. While it may be expected
that G in the WW would be substantially larger than in the IC given
the significantly greater Tsfc in the WW (Fig. 2f), this can be ex-
plained in terms of differing soil moisture contents, thermal con-
ductivity and thermal inertia at the two sites [45–47]. Soils at
both sites were Pullman clay and thus had the same physical
characteristics excluding soil water content. The volumetric soil
water content of the IC was significantly greater than at the WW
(0.18 vs. 0.04 m3 m�3, respectively) on August 4. Greater soil mois-
ture increases thermal conductivity but lowers thermal inertia
resulting in similar G values for the IC and WW sites [46].

Between the hours of 1000 and 1600 CST significant differences
in soil water content at the two sites caused kE at the IC to be 12–
60 times greater than the flux at the WW (Fig. 3a and b). Addition-
ally, kE over the IC exceeded 60 W m�2 during the overnight peri-
od. This can be explained by the advection of saturation deficit as
observed by the negative H present throughout the whole of Au-
gust 4. During the day, H at the IC averaged near �100 W m�2 with
a peak flux (�153 W m�2) occurring near 1800 CST. The additional
energy from the advection combined with a well watered surface
resulted in evapotranspiration rates that exceeded the available
energy in the early morning and late afternoon periods (Fig 3a).
The sensible heat flux from the WW exhibited a more typical diur-
nal pattern. During the day, H was positive (upward directed) with
peak values approaching 300 W m�2 (Fig. 3b) indicating that ther-
mal buoyancy forces were greater than the mechanically driven
advective forces. During the overnight period, H was negative
(downward directed).

5.3. Indications of low frequency eddies

Velocity components for the IC (Fig. 4a–c, stable) and WW
(Fig. 4d–f, unstable) for the period from 1600 to 1700 CST are pre-
sented as one and thirty-second average raw time series. These
averaging periods are shown in lieu of the high frequency



Fig. 3. Diurnal surface energy balance components (Rn, G, LE, H) collected over cotton (a) and wheat stubble (b) on August 4, 2008.

Fig. 4. Time series of 1 (black) and 30 (green) second averaged wind velocity (u, v, w) components for cotton (a–c) and wheat stubble (d–f) surfaces on August 4, 2008, 1600–
1700 CST. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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(20 Hz) data to provide a clearer view of turbulent structures. Both
horizontal components (u and v) exhibited well-organized and dis-
tinct turbulent features across a broad range of scales. These time
traces clearly show small scale eddies as well as the presence of
low frequency, large-scale eddies under stable and unstable condi-
tions similar to results shown by Massman [30]. Assuming Taylor’s
hypothesis, estimates of the eddy scales were calculated and were
found to range between 2 m and > 3 km. Greater velocities in u and
v were observed in the WW (Fig. 4d and e) relative to the IC (Fig. 4a
and b) as a result of lower roughness elements at the WW. Addi-
tionally, distinct ramp-like structures can also be observed, sug-
gesting that the surface was well coupled to the SBL. Structures
in u and v appear more distinct and better organized over the
WW than over the IC. This was attributed to increased high fre-
quency turbulence generated by the IC canopy breaking down
some of the larger eddies as they transition from a relatively
smooth surface of the WW to the rougher surface of the cotton
canopy. As would be expected, vertical velocity (w) showed a less
pronounced frequency structure since perturbations in w were ab-
sorbed and distorted by the physical ground surface and canopy
elements. Larger intermittent w velocities were observed over
the IC relative to the WW as a result of increased surface
roughness.

Fig. 5 shows the time series plots for T and qv measurements for
the IC (Fig. 5a and b) and WW (Fig. 5c and d) during the same per-
iod. In contrast to the plot of T for the WW, the time trace of T for
the IC shows low frequency oscillations similar to those observed
in u (Fig. 4a). This suggests that warm air was transported horizon-
tally along the mean wind direction to the upwind IC. A likely up-
wind source for this warm air is convectively heated air from the
WW where surface temperatures approached 45 �C (Fig. 2e). Sub-
stantially greater perturbations in the magnitude of T were ob-
served over the WW as a result of large H and Tsfc associated
with that field. Water vapor density concentrations (Fig. 5b–d) also
showed differences as a result of differences in the soil water con-
tent in the two fields. Fig. 5b show greater high frequency varia-
tions in qv resulting from interactions of advection transporting
warmer drier air to the wetter transpiring and evaporating IC sur-
face. The time series trace for qv at the IC site was less apparent but
Fig. 5. Time series of 1 (black) and 30 (green) second averaged scalar (T, qv) quantities for
CST. (For interpretation of the references to colour in this figure legend, the reader is re
similar to T in Fig. 5a indicating that the two distinct surfaces were
well coupled, that is to say high frequency oscillations in T over the
WW were reflected with similar high frequency oscillations in qv
in the IC. The qv (Fig. 5d) time trace for the WW clearly showed
distinct low frequency variations but little high frequency
variation.
5.4. Ogive comparisons

Fig. 6 shows the ogive results for Tqv, wT, wqv, and uw for the IC
(Fig. 6a–d) and WW (Fig. 6e–h). During strongly advective condi-
tions, significant deviations from the typically smooth sigmoid
shape normally observed with turbulent fluxes over homogenous
surfaces were apparent. Fig. 6a and e represents the ogive for the
covariance of T and qv (Tqv) at the IC and WW respectively. The
ogive for the IC showed a gradual accumulation of anti-correlated
T and qv beginning at the highest frequency and continuing until
about 0.02 Hz. This is consistent with results from Fig. 3a showing
sensible heat flux directed toward the surface and kE moving away
from the surface. The high frequency region (0.2–10 Hz) of the
spectra was influenced by the effects of friction (small scale turbu-
lence) with the canopy and ground surface; this is commonly re-
ferred to as inner-layer-scaling [6,9,20]. At about 0.02 Hz, an
abrupt discontinuity was observed where the transport of T and
qv were for a brief period positively correlated. This is interpreted
to represent the interaction boundary between small eddies asso-
ciated with the inner layer scaling and larger eddies associated
with regional scale convective boundary motions of advection
(outer-layer scaling). Fig. 6e shows the ogive plot for the WW,
which resembles the expected sigmoid shape and shows an abrupt
discontinuity occurring at the same frequency as in the IC.

The surface boundary layer is commonly defined as the lowest
10% of the convective boundary layer (CBL). Alternatively the Mon-
in–Obukhov Length (L) is defined as the depth of the atmosphere
where mechanical mixing dominates over buoyant turbulence; it
is equivalent to the depth of the SBL (zsfc) [50–52]. The location
of discontinuity, which was found in all of the ogive plots, can be
related to the maximum eddy scale within the CBL estimated as
cotton (a and b) and wheat stubble (c and d) surfaces on August 4, 2008, 1600–1700
ferred to the web version of this article.)



Fig. 6. Cumulative flux (ogive) results for Tqv, wT, wqv and uw for cotton (a–d) and wheat stubble (e–h) surfaces on August 4, 2008, 1600–1700 CST.
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10 L [51]. The shape of this ogive is consistent with T and qv
correlated over a strong convective surface. Low evaporation rates
(Fig. 3b) were correlated with large convective vertical motions of
T from the parched WW surface.

In all cases (Tqv, wT, wqv, and uw) the ogive plots clearly
showed periodic reverse-sign contributions to the cumulative
fluxes as well as an abrupt and in some cases a large discontinuity
occurring between 0.01 and 0.03 Hz. Assuming that Taylor’s
hypothesis is valid under these conditions, the abrupt transitional
feature occurring in the range of 0.01–0.03 Hz corresponds to ed-
dies with diameters on the order of 150–500 m that contribute
to the covariance information but were decoupled from the local
surface. The contribution of these eddies are associated with out-
er-layer scaling and represent surfaces that are well outside of
the expected footprint of the ECSEB systems.

A comparison of the ogive plots for wT for the IC and WW re-
vealed a strong contrast in the contributions of different eddy
scales to H (Fig. 3b and f). Over the IC, both high and low frequency
contributions to the flux were generally directed downward to-
ward the surface, but careful examination shows brief periodic po-
sitive contributions to H. Particularly for frequencies less than
0.04 Hz, the contributions to wT associated with large convective
motions tended to positive. Nonetheless, the overall cumulative
wT was negative consistent with results shown in Fig. 3a. In con-
trast, the results for the WW (Fig. 6f) showed that contributions
of most frequencies were directed upward and away from the sur-
face. But, as was also seen in Fig. 6b, counter gradient transport can
also be observed over the WW indicating that large scale motions
affect the WW as well as the IC. The ogive plots for wqv at the two
fields are likewise distinct. In this case, however, the greatest dif-
ference was in the magnitude of the variations of contributions
to kE. Because the IC (Fig. 6c) represented a well-watered, strongly
evaporating surface, the magnitude of the variation for the IC was
larger than in the WW. The ogive plots for uw have a similar shape,
but the magnitude of the variations in the contributions to the
momentum flux were lower by an order of magnitude for the IC
field when compared to the WW. This may be due to the local
advection of convectively-heated air from the WW to the IC. The
heating of air at the WW surface would tend to enhance variations
in w while the entrainment of that same air into the surface bound-



Fig. 7. Cumulative flux (ogive) results for Tqv, wT, wqv and uw for the rangeland surface on August 4, 2008, 1600–1700 CST.
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ary layer over the IC would tend to inhibit the upward transport of
air by inducing stable conditions. In all cases, the ogive plots indi-
cated the maximum cumulatively integrated fluxes at both fields
were obtained at approximately 55 min. Based on these results,
an averaging period of 1 h was used to calculate the turbulent
fluxes shown in Fig. 3a and b.
Fig. 8. Power spectra of velocity components (u, v, w) for cotton (a–c) a
As a final note to the ogive results, an additional series of ogive
plots (Fig. 7) were generated for the dormant rangeland site. Com-
paring Figs. 6 and 7, it can be easily seen that the ogive plots for RL
are nearly identical to those from the WW even though the two
sites were separated by more than a kilometer. For example, note
the clear discontinuity that occurs at frequencies near 0.01 and
nd wheat stubble (d–f) surfaces on August 4, 2008, 1600–1700 CST.



Fig. 9. Power spectra of air temperature (T) and water vapor density (qv) for August
4, 2008, 1600–1700 CST are shown for the cotton and wheat stubble fields.
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0.02 Hz. This indicates that large diameter, low frequency eddies
affecting the juxtaposed IC and WW were not only temporally per-
sistent but had a large spatial extent as well.

5.5. Power spectra of wind velocity components

Power spectra were calculated for each wind velocity compo-
nent over the IC and WW during the one-hour period from 1600
to 1700 CST on August 4 (Fig. 8a–f). A comparison of the spectra
of the u wind velocity component shows significant variance at
low frequencies at both fields (Fig. 8a and d). The magnitude of
the low frequency peak at the WW, located at approximately
0.01 Hz, was nearly twice that of the same peak over the IC
(fzU�1 = 0.03 and 0.005 for the WW and IC fields, respectively).
However, if only the shape but not the magnitude was considered,
the low frequency peak for the IC is quite similar to that of the
WW. Both spectra show a relatively broad peak with a family of
four smaller peaks. This suggests that low frequency eddies impart
a similar outer layer turbulent signature at both fields. The u power
spectrum for the IC, however, also contains a second and broader
peak centered near 0.05 Hz (fzU�1 = 0.02) not present at the WW.
This may be due to differences in surface temperature and rough-
ness between the two fields. Low frequency eddies are enhanced
by local surface heating at the WW while they are decomposed
continuously into smaller inner scale turbulence by the larger
roughness elements of the IC. As a result, turbulent energy associ-
ated with the large eddies is redistributed across a range of smaller,
high-frequency eddies.

The power spectra for the v wind velocity component over the
IC contains a low frequency peak located at approximately
0.01 Hz (fzU�1 = 0.005). More interesting, however, is the distinct
double-peak separated by a prominent gap from approximately
0.02 Hz (fzU�1 = 0.008) to 0.05 Hz (fzU�1 = 0.02). The presence of
a well-defined gap surrounded by two prominent peaks suggests
that the power spectrum for v was composed of two distinct parts,
one representing the low frequency contribution of advection and
the other representing the higher frequency shear stress processes
at the surface. Peltier et al. [24] predicted exactly this type of spec-
tral division for the surface layer under convective conditions and
McNaughton and Laubach [6] also showed a double peak in the v-
spectra in a rice paddy at the base of convective inversion. In our
case, the IC surface had a local stable boundary layer that bordered
immediately adjacent to the WW field with strong convective
conditions.

The v power spectrum over the WW had a similar low fre-
quency peak as described above. Although it was nearly two times
larger for the WW than for the IC, the shape of the low frequency
peak for the IC and WW fields were again remarkably similar.
Additionally, similar to the u velocity spectra, low frequency peaks
in the v velocity spectra also consisted of a relatively broad peak
comprised of a family of four smaller peaks. Although the peaks
associated with IC had shifted to slightly lower frequencies, this
again suggests the persistence of low frequency events in this re-
gion. The second well-defined peak centered near 0.5 Hz
(fzU�1 = 0.2) in the IC was not readily discernible in the spectra
for the WW. This was not unexpected since the WW lacked a prop-
er canopy structure.

The power spectra for the w wind velocity at both fields were
quite similar in the magnitude and location of the peaks (Fig. 8c–
f). Additionally, there was considerable spectral broadening in
the peak regions that could be attributable to (i) variability in the
horizontal wind speed during intense advection in the afternoon
hours and (ii) large scale turbulence motions [6,46]. Additionally,
the spectra showed no discernible peak in the low frequency
range; this result is consistent with conclusions of Zhang et al.
[7] and McNaughton and Laubach [6] who found that near the
surface large scale eddies tend to enhance horizontal motions in
the low frequencies but suppress vertical motion in that range.
5.6. Power spectra for scalar quantities

The power spectra for the scalar quantities T and qv are pre-
sented in Fig. 9 where the spectra were plotted on a fully logarith-
mic scale to enhance key relationships discussed herein. In general
the spectra for T and qv were nearly coincident in the frequency
range from 0.3 Hz to 6 Hz for both the IC and WW except that
the spectrum for T over the WW was slightly offset to lower fre-
quencies compared with the. This suggests that large eddy motions
and strong local buoyancy forcings produced by strong surface
heating at the WW enhanced large scale transport of heat. In the
higher frequency range (0.2–2 Hz) all of the spectra had a slope
near �5/3 demonstrating that inner-layer scaling was reasonably
maintained [14,15]. This is in contrast to the intermediate frequen-
cies from approximately 0.006–0.04 Hz which had a slope near �1
indicating that inner-layer scaling and outer-layer scaling were
occurring simultaneously [6] .

In the lowest frequency range (�0.001 to 0.006 Hz), the power
spectra for each scalar were not coincident. For example, the power
spectrum for qv over the WW shows substantial contributions to
the variance associated with large eddies with diameters in excess
of 1 km while the power spectrum for T shows little contribution
from low frequency eddies. This may be a result of buoyancy forces
from the WW surface having a greater influence than larger scale
motions. The larger contribution of low frequencies observed in
the power spectra of qv and T over the IC was likely due to local
and regional scale advection of warm, dry air across the moist IC
surface. The additional heat and enhanced water vapor pressure
deficit led to increased ET in excess of the available energy at the
surface and, thereby, large and rapid changes in the scalar concen-
trations qv and T over the IC surface. This observation was in agree-
ment with other studies [2,6,7] showing that large eddies can
penetrate the SBL over a diverse range of surfaces and that these
intrusions can result in large variations in scalar quantities.
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5.7. Cospectra

The co-spectra for uw, wT and wqv for the IC and WW are pre-
sented in Fig. 10a–f. In general, the co-spectra for momentum
(Fig. 10a and d) at both sites shared a similar peak magnitude lo-
cated at a frequency of about 0.3 Hz (fzU�1 = 0.1 and fzU�1 = 0.11
for the IC and WW, respectively) but differed in shape. The co-
spectrum for the WW had a more rounded shoulder in the lower
frequency range from 0.03 Hz (fzU�1 = 0.009) to 0.3 Hz (fzU�1 = 0.1)
and evidence of a strong low frequency updraft (f < 0.02;
fzU�1 < 0.007) not observed in the co-spectrum for the IC
(Fig. 10a and d). The updraft was likely due to increased buoyancy
resulting from strong surface heating in the WW. Similar to the
power spectra, significant jaggedness was observed at intermedi-
ate frequencies for these co-spectra (as well as the co-spectra for
wT and wqv). This was attributed to the unsteadiness of the con-
vective boundary layer and the resulting series of coherent and
rapidly oscillating changes in the direction of vertical motion. It
is posited that rapid variations in the co-spectrum of uw for the
IC represent sweeps and ejections that appear negligible individu-
ally, but, when integrated, represent rapid upward and downward
eddy motions that transport considerable mass and energy be-
tween the surface and boundary layer. These results agree with
those reported by others [2,6–10,23,24].

Due to contrasting stability regimes, the co-spectra of wT at IC
and WW were distinct (Figs. 2d and 3a and b). This was not
altogether unexpected given the large negative and positive H
measured over the IC and WW, respectively (Fig. 10b–e). The in-
verted shape of the co-spectrum for wT at the IC is indicative of
the downward transport of H while the positively directed shape
of the co-spectrum for the WW demonstrates heat transport was
Fig. 10. Co-spectra for turbulent fluxes uw, wT and wqv for cotton (a–c) a
away from the surface. The co-spectrum for wT at the IC had a
well-defined peak at approximately 0.05 Hz (fzU�1 = 0.03) and
showed clear contributions to the flux well into the lower frequen-
cies. In contrast, the co-spectrum for wT at the WW was less well-
defined with a broader peak and multiple distinct sub-peaks. This
indicates greater unsteadiness in the turbulent flow at the WW
that was likely in response to the unstable conditions and addi-
tional buoyancy forces from the strong surface heating in that field.
The stark differences in the transport of heat observed in the co-
spectra for wT for two fields that are separated by less than 3 m
suggests that not only were there physical differences field-to-
field, there were differences in the partitioning of the surface en-
ergy budget as well.

The co-spectrum for wqv for the IC has a well-defined shape
similar, albeit inverted, to the co-spectrum for wT. The peak at
0.3 Hz (fzU�1 = 0.1) for the co-spectrum of wqv over the IC matches
the location of the peak observed for wT, indicating that turbulent
processes were well coupled to the SBL. In the case of the co-spec-
trum for wqv at the WW the most interesting feature is the clear
discontinuity at approximately 0.01 Hz (fzU�1 = 0.008). This dis-
continuity was also evident in the ogive plot (Fig. 6g) and was re-
lated to eddy scales in the range of 150–500 m. The magnitude and
sign of the contributions to the covariance from eddies of these
scales again indicate that the low frequency eddies were decoupled
from the local surface.

5.8. Wavelet

In order to better understand the underlying cause of the dis-
continuity observed in the ogive and conventional spectral analy-
sis, a wavelet-based analysis was conducted. While the analysis
nd wheat stubble (d–f) surfaces on August 4, 2008, 1600–1700 CST.



Fig. 11. The scalogram for wqv (a) and its integration across frequencies (b) on August 4, 2008 1600–1700 CST are shown for the irrigated cotton field.
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was conducted for the other scalar quantities as well, the focus
here will be on wqv which produced typical results. As can be seen
in Fig. 6, the ogive plots do not have the expected sigmoid shape
with the cumulative wqv. Rather, the ogive plot for the IC shows
a well-defined gap where the cumulative wqv abruptly decreases
by approximately 30% between frequencies from 0.03 Hz
(fzU�1 = 0.014) to 0.02 Hz (fzU�1 = 0.009). The cumulative wqv also
declined for frequencies less than 0.01 Hz (fzU�1 = 0.005). These
features suggest that large water-laden eddies were penetrating
the surface boundary layer and carrying moisture toward the
surface.

Although it is not evident in the co-spectrum, the scalogram for
wqv over the IC (Fig. 11) clearly shows that low-frequency
transport occurred. There were a series of events occurring every
5–10 min when there was a small negative contribution to kE from
large eddies. These downward directed events are counterbalanced
by a series of weaker upward-directed events that occur about
every 2–3 min. This suggests that kE is influenced by processes that
are occurring on two distinct time scales. On the shorter time scale,
the moisture flux is enhanced by the local advection of warm dry
air from the adjacent WW. On the longer timescale, moisture
from sources well upwind of the study site is mixed into the SBL
of the IC.

In the case of the WW, the ogive plot for wqv increases
smoothly as the frequency approached 0.03 Hz (fzmU�1 = 0.010)
where it decreased precipitously and began oscillating erratically
until the frequency reached approximately 0.01 Hz.
(fzmU�1 = 0.003). At that point, it declined continuously with lower
frequencies. At the same time, the co-spectrum indicated that the
low-frequency contribution to the flux was negative (Fig. 10;
Fig. 12c). In this case, the scalogram shows that the contribution
to kE tended to be small but positive except for a few isolated
low frequency events (Fig. 12a and b). Both the decline observed
in the ogive plot and negative co-spectrum at low frequencies is
due almost exclusively to a single event that occurred at approxi-
mately 1641 CST. The magnitude of this downward-direct event
is greater than any contribution to kE directed away from surface.
It is suggested that the event represents an intrusion of a particu-
larly strong, large scale eddy that carried moister air from upwind
sources.

6. Summary and conclusions

Using turbulence data collected over irrigated cotton and har-
vested wheat fields from 1600 to 1700 CST on August 4, 2008,
characteristics of the near-surface turbulence were analyzed to
better understand the role of strong advection on land–atmo-
sphere exchange processes. This period was selected because
strongly advective conditions were evident and the stability re-
gimes of the two fields were distinct. The surface boundary layer
over the IC was stable while the surface layer over the adjacent
WW was unstable.



Fig. 12. The scalogram for wqv (a) and its integration across frequencies (b) on August 4, 2008 1600–1700 CST are shown for the wheat stubble field.
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In addition to showing a clear discontinuity between approxi-
mately 0.1 and 0.2 Hz, the ogive plots for IC showed low-frequency
reverse-sign contributions to the variance of T and qv. This sug-
gests that warm dry air carried from the adjacent fields was en-
trained into the SBL of the IC. Evidence that the turbulence
structure in the SBL was influenced by advection can also be found
in the spectral analysis. Spectral analyses found features, particu-
larly in the low frequency region of the spectra, not found in the
well-established Kansas spectra [49] that were due to differences
in spatial uniformity of the study environment; the Kansas study
represented a homogeneous landscape while the BEAREX08 land-
scape was strongly heterogeneous. For example, the power spectra
for the horizontal wind components showed significant low fre-
quency contributions to the variance by eddies with diameters in
excess of 0.5 km. Moreover, the power spectrum for the v wind
velocity component measured over the IC exhibited a pronounced
double-peak indicating two distinct regimes, one produced by local
shear stress processes and the other by large scale eddy motions
associated with advective processes. The co-spectrum for wT over
the WW showed the effects of both locally produced buoyancy
and turbulent transport by the same large eddies.

One limitation of conventional spectral analysis is that results
are a global time-averaged representation of turbulent processes
across the period of interest. Expressed more simply, a spectral fea-
ture tells us that something happened during a period but not
when it happened in the period. Wavelet analysis, presents the
spectral response in a two-dimensional time–frequency space,
which allows us to know when a specific event occurred and
approximately how long it lasted. The wavelet analysis of wqv

clearly demonstrates that the low-frequency contributions were
intermittent and linked to distinct events. In the case of the IC,
these events were characterized by the penetration of large scale
(300–500 m) eddies into the SBL that significantly enhance kE by
introducing warm dry air of local and regional origins. Infre-
quently, approximately every 5–10 min, larger eddies (>1 km) of
remote origins alter the SBL of the IC by introducing moisture
(Figs. 6e, 11, 12). When this occurs, the low-frequency contribution
to kE is directed toward the surface.

Overall, the analysis of the single hour during the afternoon of
August 4, 2008 demonstrates that the turbulence structure of dry-
land and, in particular, irrigated croplands in semi-arid regions are
strongly impacted by advective processes occurring across a range
of spatial scales. Moreover, the strength and effect of these pro-
cesses can vary substantially over time. As that happens, the
advective enhancement of kE, and thus the partitioning of the sur-
face energy budget also changes. Therefore, understanding the
complex chain of processes controlling advection and its influence
on kE on local to regional scales is critical in order to improve our
ability to measure and model the surface energy balance in semi-
arid environments.
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