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Abstract
Soil evaporation can significantly influence energy flux partitioning of partially vegetated surfaces, ultimately affecting plant transpiration. While important, quantification of soil evaporation, separately from canopy transpiration, is challenging. Techniques for measuring soil evaporation exist and continually improve. The large variability in soil water content requires that there be careful thought to the design of soil evaporation measurements in the field. Numerical models for simulating soil evaporation have been developed and are shown to be fairly robust. However, the required inputs for defining model parameters often limit their application. For many operational applications where detailed soils and ancillary weather data are unavailable or where daily evaporation values are only needed, some of the analytical models described may provide the necessary level of accuracy. Moreover, in the application of weather forecast and hydrologic models, the use of simplified approaches is necessitated by the computational requirements or the lack of adequate data or both for defining more complex numerical model inputs. For large area estimation, the use of remotely sensed soil moisture and surface temperature offer the greatest potential for operational applications.

INTRODUCTION
Soil evaporation not only determines partitioning of available energy between sensible and latent heat flux for bare soil surfaces but can also significantly influence energy flux partitioning of partially vegetated surfaces. This latter effect occurs via the impact of soil evaporation on the resulting surface soil moisture and temperature. These, in turn, strongly influence the microclimate in partially vegetated canopies, indirectly affecting plant transpiration. Over a growing season, soil evaporation can be a significant fraction of total water loss for agricultural crops. On a seasonal basis in semiarid and arid regions, soil evaporation can significantly alter the relative fraction of runoff to rainfall, which in turn has a major impact on the available water for plants. In deserts, in spite of its small magnitude, soil evaporation can introduce significant errors in meteorological forecasting if neglected.

The measurement of soil evaporation at field scale is typically obtained using standard micrometeorological techniques, namely Bowen ratio and eddy covariance methods. Traditionally, due to fetch and measurement requirements, under partial canopy cover conditions, these techniques are not able to partition the total evapotranspiration into its soil evaporation and plant transpiration components. Recently, a novel procedure for partitioning evapotranspiration through utilizing the measured high-frequency time series of carbon dioxide and water vapor concentrations has been developed and tested. This approach relies upon the simple assumption that contributions to the time series of carbon dioxide and water vapor concentrations are derived from stomatal processes (i.e., photosynthesis and transpiration), and nonstomatal processes (i.e., respiration and direct evaporation) separately conform to flux-variance similarity. Vegetation water-use efficiency is the only parameter needed to perform the partitioning. Further work is needed to evaluate the utility of this technique with eddy covariance data collected over a variety of land cover and climate conditions.

Soil evaporation in partial canopy cover conditions varies spatially depending primarily on soil water distribution, canopy shading, and under-canopy wind patterns. These effects are magnified in row crops and under various irrigation techniques (e.g., drip irrigation). Soil evaporation can be measured using microlysimeters, chambers, time-domain reflectometers (TDRs), a combination of micrometeorology and TDR, micro-Bowen ratio systems, or heat pulse probes. Given the high spatial variability in the driving forces under partial canopy cover conditions, these point-based measurements are difficult to extrapolate to the field scale. Therefore, models have been developed to estimate the contribution of soil evaporation to the total evapotranspiration process.

Measurement methods are described, and models of varying degrees of complexity are reviewed, focusing primarily on relatively simple analytical models, some of which provide daily estimates and can be implemented operationally. The potential application of models using remote sensing data for large-scale estimation is also briefly discussed.
METHODOLOGIES

Measurement Methods

Microlysimeters

Microlysimeters have been widely used to measure evaporation from the soil surface of irrigated crops. Typically, an undisturbed soil sample (a representative vertical section of the soil profile) is inserted into a small cylinder open at the top. The microlysimeter is inserted back into the soil with its upper edge level with the soil surface and weighed either periodically or continuously. Changes in weight reflect an evaporative flux. To eliminate vertical weight, an undisturbed soil sample (a representative vertical section of the soil profile) is inserted into a small cylinder. The microlysimeter is inserted back into the soil and its upper edge level with the soil surface and weighed either periodically or continuously. Changes in weight reflect an evaporative flux. To eliminate vertical

Soil evaporation

Soil evaporation ($E$) can be extracted from the water balance equation, provided that all other components are known:

$$ E = I + P - R + F - \Delta S $$

(1)

where $I$ is irrigation, $P$ is precipitation, $R$ is runon or runoff, $F$ is deep soil water flux (percolation), and $\Delta S$ is change in soil storage. For an experimental field site, irrigation and precipitation can be easily monitored, and runoff and runon may be controlled to near-zero amounts by diking. Deep soil water flux errors can be reliably estimated in several ways, with the most important being the monitoring or measuring of the soil water content well below the root zone. The change in soil water storage can be determined fairly accurately with profile measurements of soil water content over multiple depths at the beginning and end of a defined period.

There are many soil water content sensors, all of which work by measuring a surrogate property that is empirically or theoretically related to the soil water content. A recent comparative review by Evett et al. concluded that soil water content is best determined using the neutron probe, gravimetric sampling, and conventional TDR methods as compared to bore hole capacitance methods. Of the three optimal methods in the study, TDR is the only methodology capable of providing automated continuous measurements. However, other continuous measurement sensors such as frequency-domain reflectometers (FDRs) and time-domain transmission (TDT) sensors are also emerging as options for long-term installations, given appropriate calibration.

Chambers

Chambers are used to directly measure the flux of gases between the soil surface and the atmosphere by enclosing a volume and measuring all flux into and out of the volume. Reviews of chamber designs and calculations of fluxes based on chamber methods can be found in Livingston and Hutchinson and Hutchinson and Livingston.

With infrared gas analyzers (IRGAs) becoming increasingly common, they are widely considered to be the method of choice today for chamber-based soil respiration and evaporation measurements. Chambers can be used in either of two modes to calculate fluxes: (1) in steady-state mode, the flux is calculated from the concentration difference between the air flowing at a known rate through the chamber inlet and outlet after the chamber headspace air has come to equilibrium concentration of carbon dioxide; (2) in the non-steady-state mode, the flux is calculated from the rate of increasing concentration in the chamber headspace of known volume shortly after the chamber is put over the soil.

In both modes, air is circulated between a small chamber that is placed on the soil and an IRGA. Typically, a soil chamber of ca. 1 L volume is placed on a PVC collar of about 80 cm² area. This collar is inserted about 2 cm into the soil and secured to prevent movement when the chamber is placed on it. When the chamber is placed on the collar, circulation of air between the chamber and the external IRGA is induced by a pump, and the water vapor concentration is measured.

Micro-Bowen ratio systems

The Bowen ratio energy balance (BREB) approach is one of the simplest and most practical methods of estimating water vapor flux and has thus been used extensively under a wide range of conditions providing robust estimates. Use of the BREB concept enables solving the energy balance equation by measuring simple gradients of air temperature and vapor pressure in the near-surface layer above the evaporating surface. The BREB equation is:

$$ \dot{E} = \frac{R_n - G}{1 + B_o} $$

(2)

in which $\dot{E}$ is the latent heat flux, $R_n$ is the net radiation, $G$ is the soil heat flux, and $B_o$ the Bowen ratio, which is found from measurements of temperature and vapor pressure at two heights within the constant flux layer. Assuming equal transfer coefficients for heat and vapor, the Bowen ratio is defined as:

$$ B_o = \frac{H}{\dot{E}} = \frac{\gamma \partial T}{\partial e} $$

(3)
where $H$ is the sensible heat flux, $\gamma$ is the psychrometric constant, $T$ is the air temperature, and $e$ is the water vapor pressure.

Application of the Bowen ratio concept to measure bare soil surface evaporation was suggested\textsuperscript{[3,10]} by measuring temperature and vapor pressure close to the soil surface (e.g., at 1 and 6 cm). Compared to microlysimeters, the micro-Bowen ratio (MBR) system yielded good results over bare soil.\textsuperscript{[10]} The potential of the MBR approach was demonstrated by successfully measuring soil evaporation within a maize field.\textsuperscript{[30]} To date, test of the MBR is very limited, and further research is required to examine the performance of the technique under various environmental and agronomic conditions.

**Heat pulse probes**

A novel approach for measuring soil evaporation has been recently proposed, based on the soil sensible heat balance.\textsuperscript{[11,31]} In this approach, a sensible heat balance is used to determine the amount of latent heat involved in the vaporization of soil water following Gardner and Hanks:\textsuperscript{[32]}

\[
LE = (H_0 - H_1) - \Delta S
\]

where $H_0$ and $H_1$ are soil sensible heat fluxes at depths 0 and 1, respectively; $\Delta S$ is the change in soil sensible heat storage between depths 0 and 1; $L$ is the latent heat of vaporization; and $E$ is evaporation.

Typically, three-needle sensors like those described by Ren et al.\textsuperscript{[33]} are used, which are spaced 6 mm apart, in parallel. Temperature is measured by all three needles, and the central needle also contains a resistance heater for producing a slight pulse of heat required for the heat pulse method. At a given time interval (2–4 hours), a heat pulse is executed, and the corresponding rise in temperature at the outer sensor needles is recorded. Soil volumetric heat capacity and thermal diffusivity are then determined from the heat input and temperature response following the procedures described by Knight and Kluitenberg\textsuperscript{[34]} and Bristow et al.,\textsuperscript{[35]} respectively. Having measurements of soil temperature, thermal conductivity, and volumetric heat, evaporation is estimated from Eq. 4.

**Numerical Models**

Numerous mechanistic/numerical models of heat and mass flows exist and are primarily based on the theory of Philip and de Vries.\textsuperscript{[36]} However, they continue to be refined through improved parameterization of the moisture and heat transport through the soil profile.\textsuperscript{[37–39]} Some of these mechanistic models have been used recently to explore the utility of bulk transfer approaches used in weather forecasting models\textsuperscript{[40]} and in soil–vegetation–atmosphere models,\textsuperscript{[41]} computing field to regional-scale fluxes. These bulk transport approaches are commonly called the “alpha” and “beta” methods defined by the following expressions

\[
LE = \frac{\rho C_p}{\gamma} \left(\frac{\alpha e_s(T_e) - e_A}{R_h}\right)
\]

and

\[
LE = \frac{\rho C_p}{\gamma} \beta \left(\frac{e_s(T_e) - e_A}{R_h}\right)
\]

where $\rho$ is the air density (~$1kg/m^3$), $C_p$ the heat capacity of air (~$1000J/kg^\circ K$), $\gamma$ the psychrometric constant (~65Pa), $e_s(T_e)$ the saturated vapor pressure (Pa) at soil temperature $T_s(K)$, $e_A$ the vapor pressure (Pa) at some reference level in the atmosphere, and $R_h$ is the resistance (s/m) to vapor transport from the surface usually defined from surface layer similarity theory.\textsuperscript{[42]} For $\alpha$, several different formulas exist\textsuperscript{[43,44]} with one of the first relating $\alpha$ to the thermodynamic relationship for relative humidity in the soil pore space, $h_r$\textsuperscript{[45]}

\[
h_r = \exp\left(\frac{\psi g}{R_v T_s}\right)
\]

where $\psi$ is the soil matric potential (m), $g$ the acceleration of gravity (9.8ms$^2$), and $R_v$ the gas constant for water vapor ($461.5J/kg^\circ K$). From Eq. 6, $\beta$ can be defined as a ratio of aerodynamic and soil resistance to vapor transport from the soil layer to the surface, $R$, namely

\[
\beta = \frac{R_h}{R_s + R_h}
\]

Both modeling\textsuperscript{[44]} and observational results\textsuperscript{[46,47]} indicate that more reliable results are obtained using the beta method. In fact, Ye and Pielke\textsuperscript{[44]} formulate an expression similar to Camillo and Gurney,\textsuperscript{[48]} which combines Eqs. 5 and 6 and provides more reliable evaporation rates for a wider range of conditions,

\[
LE = \frac{\rho C_p}{\gamma} \beta \left(\frac{\alpha e_s(T_e) - e_A}{R_h}\right)
\]

Unfortunately, there is no consensus concerning the depth in the soil profile to consider in defining the $a$ and $\beta$ terms. In particular, studies evaluating the soil resistance term $R_s$ use a range of soil moisture depths: 0–1/2 cm,\textsuperscript{[43]} 0–1 cm,\textsuperscript{[39,46]} 0–2 cm,\textsuperscript{[39]} and 0–5 cm.\textsuperscript{[10]} The study conducted by Chanzy and Bruckler\textsuperscript{[38]} appears to be one of the few studies that attempts to determine the most useful soil moisture depth for modeling soil evaporation by considering the penetration depth of passive microwave sensors of varying wavelengths. Using field data and numerical simulations with a mechanistic model, they find that the 0–5 cm depth, which can be provided by the L-band microwave frequency, appears to be the most adequate frequency for evaluating soil evaporation.
Besides the depth of the soil layer to consider, the equations relating soil moisture to $R_s$ have ranged from linear to exponential (Table 1). Furthermore, observations and numerical models have shown that varies significantly throughout the day and that its magnitude is also affected by climatic conditions.[38,39]

These are not the only complicating factors that make the use of such a bulk resistance approach somewhat tenuous. From detailed observations of soil moisture changes and water movement, Jackson et al.[49] found the soil water flux in the 0–9 cm depth to be very dynamic with fluxes at all depths continually changing in magnitude and sometimes direction over the course of a day. These phenomena observed by Jackson et al.[49] are owing in part to a process that occurs during soil drying where dry surface soil layer forms, significantly affecting the vapor transport through the profile.[50] Yamanaka et al.[51] recently developed and verified, using wind tunnel data, a simple energy balance model in which the soil moisture available for evaporation is defined using the depth of the evaporating/drying front in the soil. This approach removes the ambiguity of defining the thickness of the soil layer and resulting moisture available for evaporation. However, the depth of the evaporating surface is not generally known a priori, nor can it be measured in field conditions; hence, this approach at present is limited to exploring the effects of evaporating front on $R_s$ type formulations.

### Analytical Models

To reduce the effect of temporal varying, $R_s$, Chanzy and Bruckler[38] developed a simple analytically based daily $LE_s (E_p)$ model using simulations from their mechanistic model for different soil texture, moisture, and climatic conditions as quantified by potential evaporation ($E_{pd}$), as given by Penman.[52] The analytical daily model requires midday 0–5 cm soil moisture $\theta$, daily potential evaporation, and daily average wind speed ($U_D$). The simple model has the following form

\[
R_s = a(\theta_s - \theta)^n + b
\]

\[
R_s = a(\theta_s - \theta) + b
\]

\[
R_s = R_{SMIN} \exp[a(\theta_{MIN} - \theta)]
\]

\[
R_s = \frac{a(\theta_s - \theta)^n}{2.3 \times 10^{-3} (T_s / 273.16)^{7.5}}
\]

\[
R_s = a\theta + b
\]

\[
R_s = \exp\left(b - a\left(\frac{\theta}{\theta_s}\right)\right)
\]

### Table 1  Bulk soil resistance formulations, $R_s$, from previous studies

<table>
<thead>
<tr>
<th>$R_s$ formula ($s/m$)</th>
<th>Value of coefficients</th>
<th>Soil type</th>
<th>Depth (cm)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s = a(\theta_s - \theta)^n + b$</td>
<td>$a = 3.5$, $b = 33.5$, $n = 2.3$</td>
<td>Loam*</td>
<td>0–1/2</td>
<td>[21]</td>
</tr>
<tr>
<td>$R_s = a(\theta_s - \theta) + b$</td>
<td>$a = 4.140$, $b = -805$</td>
<td>Loam*</td>
<td>0–1/2</td>
<td>[48]</td>
</tr>
<tr>
<td>$R_s = R_{SMIN} \exp[a(\theta_{MIN} - \theta)]$</td>
<td>$R_{SMIN} = 10 s/m$, $\theta_{MIN} = 15%$, $a = 0.3563$</td>
<td>Fine sandy loam</td>
<td>0–1</td>
<td>[7]</td>
</tr>
<tr>
<td>$R_s = \frac{a(\theta_s - \theta)^n}{2.3 \times 10^{-3} (T_s / 273.16)^{7.5}}$</td>
<td>$a = 2.16 \times 10^3$, $n = 10$, $\theta_s = 0.49$, $\theta_s = 0.3563$, $\theta_s = 0.352$</td>
<td>Loam</td>
<td>0–2</td>
<td>[46]</td>
</tr>
<tr>
<td>$R_s = a\theta + b$</td>
<td>$a = -73,420$ – $-51,650$, $b = 1,940$ – $3,900$</td>
<td>Sand</td>
<td>0–2</td>
<td>[39]</td>
</tr>
<tr>
<td>$R_s = \exp\left(b - a\left(\frac{\theta}{\theta_s}\right)\right)$</td>
<td>$a = 4.3$, $b = 8.2$, $a = 5.9$, $b = 8.5$, $b = 8.5$</td>
<td>Silty clay loam*, Gravelly sandy loam</td>
<td>0–5</td>
<td>[41, 66]</td>
</tr>
</tbody>
</table>

*Soil type for the data from Jackson et al.[49] was determined from texture-dependent soil hydraulic conductivity and matric potential equations of Clapp and Hornberger evaluated by Camillo and Gurney.[48]

*Soil type was determined from texture-dependent soil hydraulic conductivity and matric potential equations of Clapp and Hornberger evaluated by Sellers et al.[41]
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\[
\frac{E_D}{E_{PD}} = \left[ \frac{\exp(A\theta + B)}{1 + \exp(A\theta + B)} \right] C + (1 - C)
\]  \hspace{1cm} (10a)

\[
A = a + 5 \max (3 - E_{PD}, 0)
\]  \hspace{1cm} (10b)

\[
B = b - 5(-0.025b - 0.05) \max (3 - E_{PD}, 0) + \alpha(U_D - 3)
\]  \hspace{1cm} (10c)

\[
C = 0.90 - 0.05c(U_D - 3)
\]  \hspace{1cm} (10d)

where the coefficients \(a\), \(b\), and \(c\) depend on soil texture (Table 2) and were derived from their detailed mechanistic model simulations for loam, silty clay loam, and clay soils.[38]

In Fig. 1, a plot of Eq. 10a is given for two soil types, loam (Fig. 1A) and silty clay loam (Fig. 1B) under two climatic conditions, namely, a relatively low evaporative demand condition with \(U_D = 1 \text{ m/s}\) and \(E_{PD} = 2 \text{ mm/d}\) and high demand \(U_D = 5 \text{ m/s}\) and \(E_{PD} = 10 \text{ mm/d}\). Notice the transition from \(E_D/E_{PD} \approx 1\) to \(E_D/E_{PD} < 1\) as a function of \(\theta\) varies not only with the soil texture, but also with the evaporative demand. The simplicity of such a scheme outlined in Eq. 10 needs further testing for different soil textures and under a wider range of climatic conditions.

The ratio \(E_D/E_{PD}\) as a function of \(\theta\) illustrated in Fig. 1 also depicts the effect of the two “drying stages” typically used to describe soil evaporation.[42] The “first stage” (S_1) of drying is under the condition where water is available in the near-surface soil to meet atmospheric demand, i.e., \(E_D/E_{PD} \approx 1\). In the “second stage” (S_2) of drying, the water availability or \(\theta\) falls below a certain threshold where the soil evaporation is no longer controlled by the evaporative demand, namely, \(E_D/E_{PD} < 1\). Under S_2, several studies find that a simple formulation can be derived by assuming that the time change in \(\theta\) is governed by desorption, namely, as isothermal diffusion with negligible gravity effects from a semi-infinite uniform medium. This leads to the rate of evaporation for S_2 being approximated by [42,53]

\[
E_D = 0.5D_E t^{-1/2}
\]  \hspace{1cm} (11)

where the desorptivity \(D_E\) (\(\text{mm/d}^{1/2}\)) is assumed to be a constant for a particular soil type and \(t\) is the time (in days) from the start of S_2. Although both numerical models and observations indicate that the soil evaporation is certainly a more complicated process than the simple analytical expression given by Eq. 11, a number of field studies have shown that for S_2 conditions, reliable daily values can be obtained using Eq. 11. In many of these studies for determining \(D_E\), the integral of Eq. 11 is used, which yields the cumulative evaporation as a function of \(t^{1/2}\)

\[
\Sigma E_D = D_E \left( t - t_0 \right)^{1/2}\n\]  \hspace{1cm} (12)

where \(t_0\) is the number of days where \(E_D/E_{PD} \approx 1\) or is in S_1. In practice, observations of \(\Sigma E_D\) are plotted vs. \((t - t_0)^{1/2}\) and in many cases the choice of the starting point of S_2 is

<table>
<thead>
<tr>
<th>Desorptivity (D_E) ((\text{mm/d}^{1/2}))</th>
<th>Soil type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.96–4.30</td>
<td>Sand</td>
<td>[54]</td>
</tr>
<tr>
<td>5.08</td>
<td>Clay loam</td>
<td>[55]</td>
</tr>
<tr>
<td>4.04</td>
<td>Loam</td>
<td>[55]</td>
</tr>
<tr>
<td>3.5</td>
<td>Clay</td>
<td>[55]</td>
</tr>
<tr>
<td>~4 to ~8a</td>
<td>Loam</td>
<td>[56]</td>
</tr>
<tr>
<td>5.8</td>
<td>Clay loam</td>
<td>[57]</td>
</tr>
<tr>
<td>4.95c</td>
<td>Silty clay loam</td>
<td>[59]</td>
</tr>
<tr>
<td>2.11</td>
<td>Gravelly sandy loam</td>
<td>[3]</td>
</tr>
</tbody>
</table>

\(^a\)The magnitude of \(D_E\) was found to have a seasonal dependency.

\(^b\)Soil type was determined from texture-dependent soil hydraulic conductivity and matric potential equations of Clapp and Hornberger evaluated by Camillo and Gurney.[48]

\(^c\)This value was evaluated for a vegetated surface.

\(^d\)Soil type was determined from texture-dependent soil hydraulic conductivity and matric potential equations of Clapp and Hornberger evaluated by Sellers et al.[41]

Fig. 1 A plot of \(E_D/E_{PD}\) estimated using Eq. 10 from Chanzy and Bluckler[38] vs. volumetric water content for (A) loam and (B) silty clay loam soil under two evaporative demand conditions: \(U_D = 1 \text{ m/s}\) and \(E_{PD} = 2 \text{ mm/d}\) (squares) and \(U_D = 5 \text{ m/s}\) and \(E_{PD} = 10 \text{ mm/d}\) (diamonds).
$t_o \approx 0$ or immediately after the soil is saturated. As shown by Campbell and Norman,[58] the course of evaporation rate for three drying experiments (see Fig. 9.6 in Campbell and Norman[58]) indicates that for a loam soil, $t_o$ depends on the evaporative demand or $E_{PD}$ with $t_o \sim 2$ days when $E_{PD}$ is high vs. $t_o \sim 5$ days when $E_{PD}$ is low. On the other hand, for a sandy soil, there is almost an immediate change from S_1 to S_2 conditions with $t_o \approx 1$ day. As suggested by the analysis of Jackson et al.[56] and as stated more explicitly by Brutsaert and Chen,[59] the value of $t_o$ can significantly influence the value computed for $D_E$. Jackson et al.[56] also show that for the same soil type, the value of $D_E$ has a seasonal dependency (ranging from 4 to 8 mm/d$^{1/2}$) most likely related to the evaporative demand, which they correlate to daily average soil temperature (see Fig. 2 in Ref. 56).

Values of $D_E$ from the various studies are listed in Table 2. Brutsaert and Chen[59] modified Eq. 11 for deriving $D_E$ by rewriting in terms of a “time-shifted” variable $T = t - t_o$ and expressing it in the form

$$E_D^2 = \left( \frac{2}{D_k} \right)^2 T$$ \hspace{1cm} (13)

where $D_k$ and $t_o$ will come from the slope and intercept (see Fig. 1 in Brutsaert and Chen[59]). It follows that $\sum E_D$ under S_2 will start at $T = T_o$ and not at $T = 0$, so that Eq. 12 is rewritten as

$$\sum E_D = D_k \left( T^{1/2} - T_o^{1/2} \right)$$ \hspace{1cm} (14)

They evaluated the effect on the derived $D_E$ using this technique with the data from Black et al.[54] The value of $D_k$ using Eqs. 13 and 14 was estimated to be approximately 3.3 mm/d$^{1/2}$, which is smaller than $D_k$ values reported by Black et al.[54] namely, 4.3–5 mm/d$^{1/2}$. However, Brutsaert and Chen[59] show that this technique yields a better linear fit to the data points that were actually under S_2 conditions.

Equations 13 and 14 were used with the September 1973 data set from Jackson et al.[56] and compared to using Eq. 12 with $t_o = 0$. The plot of Eq. 12 with the regression line in Fig. 2 yields $D_k \sim 10$ mm/d$^{1/2}$, which is significantly larger than any previous estimates (Table 2). Moreover, it is obvious from the figure that Eq. 12 should not be applied with $t_o = 0$, as this relationship is not linear over the whole drying processes. With Eq. 13, applied to the data, $t_o$ is estimated to be approximately 4.3 days, and thus a linear relationship should start at the shifted time scale $T = t - 4.3$; this means $\sum E_D$ should start on day 5 or $T_o = 5 - 4.3$ (Fig. 3A). With Eq. 14, a more realistic $D_k = 4.6$ mm/d$^{1/2}$ is estimated for the linear portion of daily evaporation following the S_2 condition (Fig. 3B).

While this approach is relatively easy to implement operationally, $D_k$ will likely depend on climatic factors as well as soil textural properties. However, it might be feasible to describe the main climate/seasonal effect on $D_k$ from soil temperature observations.[56] These might come from weather station observations or possibly from multitemporal remote sensing observations of surface temperature.

The difficulty in developing a formulation for $R_s$, which correctly describes the water vapor transfer process in the soil, was recognized much earlier by Fuchs and Tanner[60]
and Tanner and Fuchs. They proposed a combination method instead that involves atmospheric surface layer observations and remotely sensed surface temperature, $T_{rs}$. Starting with the energy balance equation

$$R_N = H + G + LE$$

where $R_N$ is the net radiation, $H$ the sensible heat flux, and $G$ the soil heat flux all in W/m$^2$, and assuming the resistance to heat and water vapor transfer are similar yielding,

$$H = \rho C_p \left( \frac{T_{rs} - T_A}{R_A} \right)$$

(16)

$$LE = \frac{\rho C_v (e_{rs} - e_A)}{R_A}$$

(17)

an equation of the following form can be derived

$$LE = \left( \frac{\gamma + \Delta}{\Delta} \right) LE_p - \frac{\rho C_p}{\Delta} \left( \frac{e_{rs} (T_{rs}) - e_A}{R_A} \right)$$

(18)

where

$$LE_p = \frac{\rho C_p}{\Delta} \left( \frac{e_{rs} (T_{rs}) - e_A}{R_A (\Delta + \gamma)} \right) + \Delta \left( \frac{R_N - G}{\Delta + \gamma} \right)$$

(19)

The difference $e_{rs} (T_{rs}) - e_A$ is commonly called the saturation vapor pressure deficit, and the value of soil surface vapor pressure $e_{rs}$ is equal to $h_{rs} e_{rs} (T_{rs})$ where $h_{rs}$ is the soil surface relative humidity. Substituting Eq. 19 into Eq. 18 yields

$$LE = R_N - G - \frac{\rho C_p}{\Delta} \left( \frac{e_{rs} (T_{rs}) - e_{rs} (T_A)}{R_A} \right)$$

(20)

This equation has the advantage over the above bulk resistance formulations using $R_S$ in that there are no assumptions made concerning the saturation deficit or near the soil surface or how to define $h_{rs}$. Instead, this effect is accounted for by $T_{rs}$ because as the soil dries, $T_{rs}$ increases and hence $e_{rs} (T_{rs})$, which generally results in the last term on the right-hand side of Eq. 20 to increase, thus causing $LE$ to decrease. In a related approach, the magnitude of $LE$ is simply computed as a residual in the energy balance equation, Eq. 19, namely

$$LE = R_N - G - \frac{\rho C_p}{\Delta} \left( \frac{T_{rs} - T_A}{R_A} \right)$$

(21)

Particularly crucial in the application of either Eq. 20 or 21 is a reliable estimate of $R_S$ and $T_{rs}$. Issues involved in correcting radiometric temperature observations for surface emissivity, viewing angle effects, and other factors are summarized in Norman and Becker. The aerodynamic resistance $R_A$ is typically expressed in terms of Monin–Obukhov similarity theory

$$R_A = \left[ \ln \left( \frac{z - d_O}{z_{os}} \right) \right]^{-\frac{\gamma}{\kappa}} \left[ \ln \left( \frac{z - d_O}{z_{os}} \right) \right]^{-\frac{\gamma}{\psi_s}}$$

(22)

where $z$ is the observation height in the surface layer (typically 2–10 m), $d_O$ the displacement height, $z_{os}$ the momentum roughness length, $\psi_s$ the stability correction function for scalars, and $\psi_s$ the stability correction function for scalars. Both $d_O$ and $z_{os}$ are dependent on the height and density of the roughness obstacles and can be considered a constant for a given surface, while the magnitude of $z_{os}$ can vary for a given bare soil surface as it is also a function of the surface friction velocity. Experimental evidence suggests that existing theory with possible modification to some of the “constants” can still be used to determine $z_{os}$, providing acceptable estimates of $H$ for bare soil surfaces. However, application of Eq. 21 in partial canopy cover conditions has not been successful in general because $z_{os}$ is not well defined in Eq. 22, exhibiting large scatter with the existing theory.

For this reason, estimating soil evaporation from partially vegetated surfaces using $T_{rs}$ invariably has to involve “two-source” approaches whereby the energy exchanges from the soil and vegetated components are explicitly treated. Similarly, when using remotely sensed soil moisture for vegetated surfaces, a two-source modeling framework needs to be applied. In these two-source approaches, there is the added complication of determining aerodynamic resistances between soil and vegetated surfaces and the canopy air space. Schematically, the resistance network and corresponding flux components for two-source models is shown in Fig. 4. An advantage with the two-source formulation of Norman et al. is that $R_S$ is not actually needed for computing $LE_A$ as it is solved as a residual. Nevertheless, the formulations in such parameterizations that are used (such as the aerodynamic resistance formulations) are likely to strongly influence $LE_A$ values.

Yet this two-source formulation is found to be fairly robust in separating soil and canopy contributions to evapotranspiration.

**CONCLUSIONS**

Techniques for measuring soil evaporation, separately from plant transpiration, exist and continually improve. Given the high variability in soil water content often exhibited in the field, the exact position of the instrumentation may have a large effect on the measurement. This is magnified in row crops, where the variability is structured, rather than random. In row crops, soil evaporation is not only dependent...
Soil Evaporation

...of adequate data or both for defining more complex numerical model parameters and variables.

For large area estimation, the use of remotely sensed soil moisture and surface temperature offer the greatest potential for operational applications. The development of modeling schemes that can incorporate this remote sensing information and readily apply it on a regional scale basis have been proposed and show promise.\cite{66,69–71}
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Fig. 4 A schematic diagram illustrating the resistance network for the two-source approach where the subscript $c$ refers to the vegetated canopy and $s$ refers to the soil surface. The symbol $T_s(\theta)$ refers to a radiometric temperature observation at a viewing angle $\theta$. $T_{AC}$ is the model-derived within-canopy air space temperature, $h_c$ is the canopy height, $f_c$ is the fractional vegetation/canopy cover, and $R_{AC}$ and $R_{AS}$ are the aerodynamic resistances to sensible heat flux from the canopy and soil surface, respectively. The main meteorological inputs required for the model are also illustrated, namely wind speed, $U$, air temperature, $T_A$, and the net radiation, $R_n$. Source: Adapted from Norman et al.\cite{65}


